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This work involves the study of Sentiment Analysis with the help of Support Vector
Machine. The goal of this study is to understand processes involved in machine learning for
sentiment analysis of any given data set. Based on the content of any given text, we are
looking to classify the set of words as being positive or negative which defines the text’s
overall sentiment, opinion, or appraisal about an element or facet of the element from an
opinion holder. By studying features to categorize the content of a given text, we learn
supervised learning techniques provided by support vector machines.

INTRODUCTION
Sentiment analysis is the process of extracting and analyzing
the given data to determine the extent of positivity and
negativity present in the expressed opinion [2]. The purpose of
this study is to help understand the working of support vector
machine to perform sentiment analysis. The study describes all
the steps involved in the analysis process.

Figure 1 Steps and techniques involved in sentiment classification [6]

The first step involves providing input dataset to the classifier
which is required so as to pass on to further steps.

Pre-processing

Pre-processing is a necessary data preparing and cleaning
method implemented upon the input dataset subjected for
analysis. Pre-processing the data properly helps to reduce the
noise in the text which in turn helps improve the performance
of the classifier and speed up the classification process, thus
aiding in real time sentiment analysis [6]. This step performs
following processes-

Tokenization: By providing input in form of sequence of
words, tokenization is a task of dividing it up into pieces called
tokens as well as removing punctuation marks which serve no
use for computing the required result. The notion of a token
must first be defined before computational processing can
proceed [13].

Stop word removal: A stop-list is basically a list containing a
set of stop words. It varies from language to language, as
different languages contain different stop words. Any natural
language processing system usually contain a range of stop-
lists, which depends upon the languages it usually works on, or
it might contain a single stop-list that is multilingual. Some of
the stop words used in English language are- “and”, “or”,
“but”, “the”, “it”, “an”, “nor” etc. they are extremely common
words which would appear to be of little value in helping
define any users vocabulary entirely [15].

C Stemming: Stemming is a method used to identify the
root/stem of a word[9]. Stemming programs/algorithms are
usually known as stemmers. The purpose of this method is to
remove various suffixes, to reduce the number of words, to
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have accurately matching stems, to save time and memory
space [9]. A simple stemmer looks up the inflected form in a
lookup table [6], this method is simple and fast as it only looks
into the predefined table for its root form, one of its bigger
disadvantage is that all implemented forms must be
specifically listed in the table. Eg.  “funniest”, “funnier”, “fun”
are reduced to the stem “fun”.

Transformation

The weight of every word within the corpus is calculated with
the assistance of TF-IDF, so it's straightforward to work out
what words within the corpus of documents could be
additionally favourable to use during further processes [6]. TF-
IDF calculates [7] values for each word in a document defined
as below –

yx = fy,x*log(|X|fy,X)  [7]
X is a collection of documents, y represents words, x is
individual document belongs to X,|X| is the size of the corpus,
fy,x is the number of times y appears in x, fy, X is the number
of documents in which y occurs in X [7].

Feature Selection

Feature selection is a method that makes classification a lot
more economical by reducing the quantity of information to be
processed furthermore identifying important factors to be
considered in the classification process.

Classification

The main purpose of classification of text is to classify data
into predefined classes. The predefined classes here are
Positive and Negative classes. Classification is a supervised
learning problem. The first course of action in classification is
transforming a string based document into a format suitable for
the learning algorithm classification task. Information retrieval
shows that word stem works well in the form of representation
unit. This results in attributed value representation of text.
Each word corresponds to a feature which stores the number of
times a word occurs in a document as its value. Stop words do
not count as a feature (like "and", "or", etc). Performance can
be improved by scaling the dimension of the feature with
inverse document frequency (IDF) [8].

METHOD
The algorithm is illustrated with a schematic example below.
Here, the objects belong to two classes - Positive or Negative.

Figure 2 Classification by SVM

There is a separating line which defines a boundary with all
the Positive objects on the right side and all the Negative
objects on the left side. This boundary is referred to as the
‘Hyperplane’ [17]. A new object falling to the right side of the
line is labelled as Positive (or Negative if it falls to the left side
of the line).

Applications

The applications for sentiment analysis are endless. More and
more we’re seeing it used in social media monitoring to track
customer reviews, survey responses, etc. However, it is also
used in business analytics and situations in which text needs to
be analyzed.

When applied to social media, it can be used to identify spikes
in sentiment, thereby allowing you to spot potential product
advocates or social media influencers [17]. It can be used to
identify when potential negative threads are emerging online
regarding any entity, thereby allowing the respective authority
to be proactive in dealing with it more quickly. Sentiment
analysis could also be applied to any corporate network, for
example, by applying it to the email server, emails could be
monitored for their general “opinion”.  For example, “Tone
Detector” is an Outlook Add-in that determines the “tone” of
your email as you type [17].  Like an emotional spell checker
for all of your outgoing email [17].

In other implementations of Sentiment analysis it can be used
for monitoring critical information about earthquake locations
and magnitude, riot locations; the monitoring helps policy
makers to minimize damage in areas which are expected to be
affected next by such events[12]. Another important
application of sentiment analysis is the monitoring of the
opinions that people submit about pending policy or
government-regulation proposals [10, 11].

CONCLUSION
In this paper, we discussed methods and techniques used for
sentiment analysis of any text data with the help of Support
Vector Machine. We studied text categorization using SVM
which can be used to find the polarity of the given text with
the help of Hyperplane classification. Hence, we understand
that SVM acknowledges some properties of text like High
Dimensional feature space and Sparse Instance Vector. Thus
as suggested by authors in [13] SVM eliminates the need for
feature selection due to its ability to generalize high
dimensional feature space.
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