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Speech is a primary mode of communication among human beings. It is natural for people 
to expect to be able to carry out spoken dialogue with computers. In this paper we 
discussed the fundamental approach and development of speech recognition in the last 
several year of research in Automatic Speech Recognition (ASR). The design of Speech 
Recognition system requires careful attentions to the following issues: Various type of 
speech class, Feature Extraction, Acoustic model, Pronunciation Dictionary and language 
model. We presented the various techniques to solve this problem existing in ASR. This 
paper is helpful for to review the problem in ASR research in various Speech recognition 
models. 
 
 
 
 
 
 
 
 

INTRODUCTION 
 

Speech Recognition can be defined as the process of 
converting speech signal to a sequence of words by means of 
pattern recognition algorithm. Speech is the preferred and 
most convenient means of conveying information. The 
advantage of verbal communication has become even stronger 
today due to convergence of computers and 
telecommunication systems which allows people to access 
information on computers located remotely. For a reason it is 
clear human-computer interaction is important for well 
formed communication. Alexander Graham Bell was the first 
person who converting sound waves into electrical impulses 
and the first speech recognition system developed by Davis et 
al. [1] for recognizing telephone quality digits spoken at 
normal speech rate. 
 

Since the 1950s computer scientists have been researching 
ways and means to make computers able to record interpret 
and understand human speech. The goal of ASR is to achieve 
the 100% accuracy with independent of speaker, vocabulary 
size and environment. But last several year of research in this 
area can only achieve the above 90% accuracy. In these paper 
we discuss about the various ASR system model and there 
problem and Feature. In recent days Speech recognition is 
integrated with numerous real world applications such as 
telecommunications, Health care, Military, Robotics, 
Telecommunications, Mobile Applications, Scan soft, [2] and 
Robertson, [3]. 
 
 
 

Classification of ASR System 
 

ASR System classified into the following class depending 
upon the type of utterance, type of speaker, type of 
vocabulary .Figure 1 shows the classification of ASR    
System. 

 
 

Figure 1 Classification of ASR System 
 

Type of Utterance 
 

Utterance is a speaking of word.  This utterance may be sub-
word, word or word    sequence. It is classified into isolated 
words, connected words, continuous speech, and spontaneous 
speech. 
 

1. Isolated word: Words spoken with pause (typically in 
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duration in excess of 200ms) before and after each 
word. It doesn’t mean that it accepts single words, but 
does require a single utterance at a time. It is 
comparatively simple and easiest to implement because 
word boundaries are obvious and the words tend to be 
clearly pronounced, which are the major advantages   
of this type. 

2. Connected Words: Words Spoken Carefully but no 
explicit pause between them. Connected word systems 
are similar to isolated words but allow separate 
utterance to be run-together. 

3. Continuous Speech: Words Spoken fluently as in the 
conversational Speech. Recognizers with continuous 
speech capabilities are some of the most difficult job to 
create because they utilize special methods to 
determine utterance boundaries. 

4. Spontaneous Speech: This type of speech is natural and 
not rehearsed. An ASR system with spontaneous 
speech should be able to handle a variety of natural 
speech features, such as words being run together, 
“ums” and “ahs” and even slight stutters. 

 

Types of Speaker Model 
 

All speakers have their special voices, due to their unique 
physical body and personality. Speech recognition system is 
broadly classified into main categories based on speaker 
models, namely, speaker dependent and speaker independent. 
 

1. Speaker dependent models-Designed for specific 
speaker, more accurate. 

2. Speaker Independent Model-Speaker independent 
system are designed for variety of speakers. It 
recognizes the speech patterns of a large group of 
people. 

 

Types of Vocabulary 
 

Size of vocabulary affects the accuracy of ASR System. Some 
ASR system require few words only (Digit) some require 
large vocabulary (Spontaneous speech). In ASR systems the 
types of vocabularies can be classified as follows. 
 

1. Small vocabulary - ten of words  
2. Medium vocabulary - hundreds of words  
3. Large vocabulary – thousands of words 
4. Very-large vocabulary – tens of thousands of    

words 
5. Out-of-Vocabulary – Mapping a word from the 

vocabulary into the unknown word 
 

Apart from the above characteristics, the environment 
variability, channel variability, speaker style, sex, age, speed 
of speech also make the ASR system more complex. But the 
efficient ASR systems must cope with the variability in the 
signal. 
 

ASR System Overview 
 

The goal of speech recognition can be formulated as follows:  
for a given acoustic observation    X = X1, X2......Xn find the 
corresponding sequence of words W = w1, w2....wm with 
maximum a posteriori probability, Using Bayes’ decision 
rule, this can be expressed  as: 
 

	ܲ(ܹ|ܺ) = ௉(௑|ௐ)௉(ௐ)
௉(௑)                                                           (1) 

 

Where 

 

ܲ(ܹ|ܺ)	- Maximum Posterior Probability 
௉(௑|ௐ)
௉(௑) 	- Emission probability estimated from Acoustic model,  
ܲ(ܹ)	- Prior probability estimated from language model. 
 

Figure 2 shows the architecture of ASR system. The sound 
input is taken from the sound recorder and is feed to the 
feature extraction module. The feature extraction module 
generates feature vectors out of it which are then forwarded to 
the Decoder. The Decoder with the help of knowledge base 
such as the Acoustic model, Dictionary and Language model 
to search the most likely sequence of words. The words are 
considered as a recognized output. From Figure2 the ASR 
system consist of four basic components which are 
 

 Feature Extraction 
 Acoustic model 
 Dictionary 
 Language Model 

 

 
 

Figure 2 Architecture of Automatic Speech Recognition 
 
 

Feature Extraction 
 

In the feature extraction phase speech signal is converted into 
a sequence of feature vectors based on spectral and temporal 
measurements.  Typically, in speech recognition, we divide 
the speech signals into frames and extract features from each 
frame. During feature extraction, speech signals are changed 
into a sequence of feature vectors by applying feature 
extraction technique such as Mel Frequency Cepstral 
Coefficients (MFCC), Linear Predictive Coding (LPC), 
Perceptual Linear Predictive (PLP) and Rasta PLP(RPLP) 
.Then this Feature vectors are  converted into low dimensional 
acoustic vectors by  applying Dimensionality reduction 
technique such as Principal Component Analysis (PCA), 
Multi-Dimensional Scaling (MDS) and Linear Discriminant 
Analysis(LDA) and Locally-Linear Embedding (LLE) then 
these vectors are transferred to the classification stage.  This 
Feature Extraction method removes the noise in the speech 
signal and also removes the redundant data. Table1 shows the 
various feature extraction, dimensionality reduction technique 
and their properties. 
 

Feature Extraction Technique 
 

Feature Extraction is the most important part of Speech 
recognition. Because every speech has different individual 
characteristics embedded in utterances. Several techniques 
was proposed for feature extraction such as MFCC, PLP, LPC 
,RPLP.MFCC was introduced by Davis and Mermelstein [4] 
and became the standard front-end, much effort has been 
taken to improve its efficiency in real-world environment. 
Mel-Frequency Cepstrum (MFC) is a representation of the 
short-term power spectrum of a sound, based on a linear 
cosine transform of a log power spectrum. This feature is well 
known in the field of speech recognition and it is used for 
variety of ASR application [5] [6] [7]. 
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PLP is widely used in speech recognition systems as a feature 
extraction method.  PLP similar to LPC analysis is based on 
the short-term spectrum of speech.   In contrast to pure linear 
predictive analysis of speech, PLP modifies the short-term 
spectrum of the speech by several psychophysically based 
transformations [8] [9]. LPC [10][11] of speech has become   
the predominant technique for estimating the basic parameters 
of speech. It provides both an accurate estimate of the speech 
parameters and it is also an efficient computational model of 
speech. RPLP was obtained from combination of MFCC and 
PLP. The objective of modeling technique is to generate 
speaker models using speaker-specific feature vectors.   Such 
models   will have enhanced speaker-specific information at 
reduced data rate [12].   Among these the most commonly 
used cepstral coefficients are MFCCs and LPCCs, because of 
less intra-speaker variability and also availability of spectral 
analysis tools .Figure 3 shows the extraction of MFCC 
Features. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Dimensionality Reduction Technique 
 

Dimensionality Reduction Technique converts the high 
dimensional acoustic vector into the low dimensions. There 
are a couple of benefits to using the dimensionality reduction 
technique. First of all, it can dramatically reduce the word 
error rate. Second, it also makes the decoder faster since it 
reduces the dimensionality of the features, and also reduces 
the size of the acoustic model. Many dimensionality reduction 
methods have appeared which is Principal Component 
Analysis (PCA), Multi-Dimensional Scaling (MDS) and 
Linear Discriminant Analysis (LDA) and Locally-Linear 
Embedding (LLE). 
 

PCA to map the variance of the speech material in a database 
into a low-dimensional space, followed by clustering and a 
selection technique [13]. A unified algorithmic frame work 
for solving many variants of MDS [14].LLE was presented 
including faster optimization when im- plemented to take 
advantage of sparse matrix algorithms [15].The largest  
improvements  in speech recognition could be obtained when 

the classes for the LDA transform were defined to   be sub-
phone units [16]. 
 

Acoustic Model 
 

The Acoustic Model module provides a mapping between 
units of speech incoming features provided by the Frontend. 
Acoustic modeling of speech typically refers to the process of 
establishing statistical representations for the feature vector 
sequences computed from the speech waveform. Acoustic 
model classified into two main categories 1) Generative 
Model 2) Discriminative Model .Generative model learns the 
joint probability distribution of observed acoustic features and 
the corresponding speech class. Generative speech 
recognizers such as those based on Gaussian Mixture Models, 
Hidden Markov Model, and Stochastic Segment Models 
.Discriminative model learns the conditional probability 
distribution of observed acoustic features and the 
corresponding speech class.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Discriminative speech recognizers, such as those based on 
Maximum Entropy models, Neural networks, and Conditional 
random fields. Generative model converted into 
discriminative model by applying the base rule. Table 2 
shows the techniques of Acoustic model and their properties 
 

Gaussian Mixture Model 
 

In 1995 GMM was successfully applied to the speech 
recognition system [19][20].GMM has been widely used in 
statistical speaker recognition [21][22][23].GMM are 
interpreted to represent the broad acoustic classes. It Provide a 
smooth approximation to the underlying long term sample 
distribution of observations obtained from utterances by a 
given speaker. The Gaussian model is a probability density 
function. Parameters of the GMM are mean, standard 
deviation and component weights. GMM parameters are 
derived from training data using the iterative Expectation-
Maximization (EM) algorithm or Maximum A Posteriori 
(MAP) estimation from a well-trained prior model [1]. A 
Gaussian mixture model is a weighted sum of M component 
Gaussian densities, is given by the equation, 
 
(ߣ|ܺ)ܲ = ∑ ௜ݓ

ெ
௜ୀଵ ௜ߤ|ݔ)݃ ,∑݅)                                             (2) 

 

Where 
,µ݅|ݔ)݃ ) - Gaussian function, 
µ݅ −Mean, 
,݅ݓ ݅	 = 	1. . . . . . .  ,are the mixture weights ܯ.
∑݅ −Co variance, 
 Gaussian mixture model Parameter, It contains mean–ߣ
vectors, covariance matrices and mixture weights. 

Table 1 Feature Extraction Techniques and their properties 
 

Techniques Properties 

MFCC MFCCs are coefficients that collectively make up an MFC. MFC is a representation of the short-term 
power spectrum of a sound, based on a linear cosine transform. 

LPC LPC is to predict the current value of the signal using a 
Linear combination of previous samples. 

PLP PLP analysis is computationally efficient and yields low dimensional representation of speech. 
RPLP Combination of MFCC and PLP. 

PCA Linear transformation, convert a set of observations of possibly correlated variables into a set of values 
of linearly uncorrelated variables. 

MDS Non-linear transformation, It is used for exploring similarities or dissimilarities in data. 

LLE Including faster optimization when implemented to take advantage of sparse matrix algorithms, and 
better results with many problems. 

LDA Linear  Transformation,  Supervised  algorithm,  LDA  easily 
handles the case where the within-class frequencies are unequal. 

 

 
 

Figure 3 Extracting the MFCC Features 
 



A Survey on Automatic Speech Recognition System  

 

 6290

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In 2010 Daniel Povey describe an acoustic modeling approach 
in which all phonetic states share a common Gaussian 
Mixture Model structure, and the means and mixture weights 
vary in a subspace of the total parameter space. We call this a 
Subspace Gaussian Mixture Model (SGMM) [24]. 
 

Hidden Markov Model 
 

In the late 1960 and early 1970’s Baum and his colleagues 
was implemented the HMM for speech recognition 
[25][26][27].From 1970’s HMM algorithm widely used in all 
speech recognition system and become increasingly popular 
in 1970’s.Because First this models are very rich in 
mathematical structure and hence can form the theoretical 
basis for use in wide range of application. Second the models, 
when applied properly work well in practice for several 
important applications [28]. 
 

Hidden Markov Model (HMM) is defined to be a state 
machine. The states of the model are represented as nodes and 
the transitions are represented by edges. The elements of Hid- 
den Markov model are Transition probability, observation 
probability, and Initial Probability Distribution. Figure4 
shows the representation of HMM for a sentence. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Forward-Backward algorithm, Baum- Welch algorithm, 
Viterbi algorithm are the three al- gorithms used in the 
Hidden Markov Model. In Hidden Markov Model, Forward-
Backward and Baum-Welch algorithms works as a learning 
algorithm for finding the posteriori probability. Viterbi 
decoding algorithm is used to find the maximum posterior  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
probability of words or sub words sequence. The Emission 
probability of Hidden Markov model is expressed as 
 

௝ܾ(݇) =
∑ ం௧(௝)೅
ೞ.೟೚೟సೡೖ
∑ ం௧(௝)೅
೟సభ

                                                             (3) 
 
Where 
∑ ்(݆)ݐߓ
௦.௧௢೟ୀ௩ೖ  - expected number of times in state j and 

observing symbol 
∑ ்(݆)ݐߓ
௧ୀଵ  - expected number of times in state j 

 

Dynamic Time Wrapping 
 

The DTW is a well-known algorithm in many areas.   While 
first introduced in 1960s [29]    and extensively explored in 
1970s by application to the speech recognition [30], [31].  
DTW is    a much more robust distance measure for time 
series, allowing similar shapes to match even if they are out of 
ns iphase in the time axis. Dynamic time warping has been 
shown to be an effective method of handling variation the 
time scale of polysyllabic words spoken in isolation. This 
class of techniques has applied to connected word recognition 
with high degrees of success   [31]. 
 

A Stochastic Segment Model 
 

In 1987 a new direction in speech recognition via statistical 
methods is to move from frame based models such as HMM 
to segment based model that provide a better frame work for 
modeling the dynamics of speech production mechanism [32] 
. The Stochastic Segment Model is a joint model for sequence 
of observations which provides a explicit modeling of time 
correlation as well as formalism for incorporating segmental 
feature .Most of the existing ASR system today utilize the 
frame based in HMM .Although this approach has been very 
successful, it has some drawbacks, For example Temporal 
dynamics can only be modeled through the use of additional 
derivative features [33]. 
 

Maximum Entropy Direct Model 
 

Maximum Entropy Direct Model has been used for statistical 
natural language understanding [34], for information 
extraction and segmentation [35], and only recently for 
acoustic modeling [36].  The direct model can potentially 
make decoding simpler.  It can also be a joint acoustic   and 
language model. speech recognition using maximum entropy 

Table 2 Acoustic model Techniques and their properties 
 

Techniques Properties 
Hidden Markov Model A HMM is an extension of a Markov chain in which the 

input symbols are not same as the states. Initial probability Distribution, Transition probability, Observation probability are the 
elements of HMM 

GMM A Gaussian is a probability density function; It is parameterized by mean and variance. 
Stochastic Segment Model It is a better frame work for modeling the dynamics of  the 

Speech production mechanism. Stochastic segment model which provides a joint Gaussian model for a sequence of 
observation. 

Maximum entropy direct 
Model 

This model attempts to model the posterior probability directly, make decoding simpler. Asynchronous and overlapping feature 
can be incorporated formally. 

Support Vector Machine The SVMs are effective discriminant classifiers capable of maximizing the error margin. It is capable of to deal with samples of 
very high dimensionality. 

Dynamic Time Warpping DTW is used to compute the best possible   alignment warp, between test and reference pattern. It allows system to find an 
optimal match between two given sequence. 

Artificial Neural Network ANN applied to the speech recognition in the form of Hybrid 
ANN/HMM. The goal Hybrid systems for ASR to take the advantage from the properties of both HMMs and ANNs. Three 
major class of neural network were proposed namely Time Delay Neural Network, Multi Layer Perceptron, and Recurrent 
Neural Network. 

Deep Belief Network DBNs are MLP But DBN use a greedy     layer  by  layer  pre-training algorithm to initialize the network weights. 
Unsupervised contrastive divergence algorithm is used to maximize the marginal probability. 

 

 
 

Figure 4 Representation of HMM for a sentence 
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direct modeling, where the probability of a state or word 
sequence given an observation sequence is computed directly 
from the model.  Asynchronous and overlapping features can 
be incorporated formally, unlike the   case for HMMs [37]. 
 

Support Vector Machines 
 

In 1999 SVM was applied to speech recognition system [ 38] 
.Support Vector Machines (SVMs) are state-of-the-art 
classifiers. SVMs solution relies on maximizing the distance 
between the samples and the classification border. This 
distance is known as the margin and, by maximizing it, they 
are able to generalize unseen patterns.  This maximum margin 
solution allows the SVM   to outperform most nonlinear 
classifiers in the presence of noise, which is one of the long 
standing problems in ASR. Also, SVMs don’t have the 
convergence and stability problems typical of other classifiers 
as Neural Networks (NNs) [39][40][41][42]. SVM have 
attained prominence due to their inherent discriminative 
learning and generalization capabilities [40]. 
 

Artificial Neural Network 
 

The Artificial Intelligence approach is a hybrid of the acoustic 
phonetic approach (ANN) and pattern recognition approach 
(HMM) .In particular recognition systems based on HMMs 
are effective under many circumstances, but do suffer from 
some major limitations that limit applicability of ASR 
Technology in real word environments. Attempts were made 
to overcome the limitations with the adoption of ANNs as an 
alternative paradigm for ASR, but ANNs were unsuccessful 
in dealing with long time sequence of speech signals. 
Between end of 1980s and beginning 1990s, some researchers 
began exploring new research area by combining HMMs and 
ANNs with single hybrid architecture. 
 

The very first in 1987 Multi Layer Perceptron (MLP) neural 
network was applied for speech recognition technology [43]. 
Then MLP with different techniques was applied to improve 
the performance of ASR system [44] [45]. In 1989 Waibel, 
Alex was proposed the time-delay neural networks for ASR 
system [46] [47] [48]. In 1990s Recurrent Neural Network 
was introduce by Robinsion.T [49] [50]. Recently, Deep 
Belief Networks (DBNs) were introduced as a newly 
powerful machine learning technique. Generally, DBNs are 
MLPs with many hidden layers. DBNs use a greedy Layer-
by-layer pre-training algorithm and totally unsupervised [51]. 
In 2010 DBN was successfully applied for phoneme 
recognition [52] [53]. 
 

Pronunciation Dictionary 
 

Responsible for determining how a word is pronounced. The 
pronunciation dictionary plays a role in determining the 
phonetic transcription of words uttered by speakers in the 
training corpus. It is a text file with an entry on each line, 
consisting of a word followed by a phoneme sequence. 
Accuracy of ASR system also depends on the pronunciation 
Dictionary [54] [55].  The pronunciation dictionary used to 
train the acoustic models was compiled from two different 
sources: the transcription information belonging to the corpus 
and a dictionary file. Classification of dictionary depending 
upon the sound unit. It is classified as 
 

 Word Level Dictionary, 
 Phoneme Level Dictionary, 
 Tri phone Level Dictionary, 

 Morpheme Level Dictionary, 
 Syllable Level Dictionary. 

 

Language model 
 

Language model is the single largest component trained on 
billion of words, consisting of billions of parameters and 
developed for detecting the connections between the words in 
a sentence with the help of pronunciation dictionary. 
Language modeling is the task of estimating the probability 
distribution of linguistic units such as words and sentences. 
The probability distribution itself is referred to as a language 
model. 
 

The most prominent use of language models is in Automatic 
Speech Recognition (ASR),   where the language model 
assigns a prior probability to help differentiate words that 
have similar acoustical properties .Language models have 
been used in a variety of NLP tasks including speech 
recognition, document classification, optical character 
recognition, and statistical ma- chine translation. The design 
of speech recognition system requires careful attention to 
language models of various stages in order to improve the 
accuracy of the speech recognition system. 
 

Types of language model 
 

The main classification of language models are unigram 
language model, n-gram language model and neural network 
based language models. Sometimes, choosing a language 
model depends on the application [66]. 
 

In unigram language model the probability of generation of a 
term is an independent event and does not depend on the 
previous terms being generated [67]. The words bigram and 
trigram language model denoted as n-gram language models 
with n=2 and n=3, respectively, which defined the probability 
of occurrence of an ordered sequence of n words, was the 
most frequently used variant. The second type is the n gram 
model which assigns different probabilities according to the 
likelihood of n phones or n syllables appear together in the 
written Text [68]. 
 

The next type of language model is Neural Network (NN) 
based language modeling architecture can be divided into two 
types: recurrent and non-recurrent networks. An important 
non-recurrent neural network consists of architectures in 
which cells are organized into layers, and only unidirectional 
connections are permitted between adjacent layers. This is 
known as a feed forward multi-layer perceptron (MLP) 
architecture. On the other hand; recurrent neural networks are 
characterized by both feed forward and feedback paths 
between the layers. The feedback paths are enable the 
activation at any layer either to be used as an input to a 
previous layer or return to that same layer after one or more 
time steps [69]. 
 

Unigram language model 
 

The language models unigrams are simple: it assumes that the 
probability of a token is independent of the surrounding 
tokens, given the grade language model. A unigram language 
model is defined by a list of type’s words and their individual 
probabilities. Although this is a weak model, it can be trained 
from less data than more complex models, and turns out to 
give good accuracy for our problem [70]. Unigram language 
model approximation is 
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௨ܲ௡௜ = (ଷݐଶݐଵݐ) =  (4)                                     (ଷݐ)ܲ(ଶݐ)ܲ(ଵݐ)ܲ
 

N gram language model 
 

ASR systems utilize n-gram language models to guide the 
search for correct word sequence         by predicting the 
likelihood of the nth word on the  basis  of  the  n−1  
preceding  words.  Since 1980’s, n-gram language models, 
and its variants, idea can be traced to an experiment by 
Claude Shannon for large  vocabulary  speech  recognition  
systems[71].In  n-gram  model,  the  probability  of observing  
the sentence w1, ..., wm  is approximated   as 
 

ଶݓ,ଵݓ)ܲ … (௠ݓ. = ∏ ௜ݓ)ܲ
௠
௜ୀଵ ଶݓ,ଵݓ| … (௜ିଵݓ. =

,௜ି(௡ିଵ)ݓ|௜ݓ)ܲ … .  ௜ିଵ)                                                     (5)ݓ.
 

During the construction of n-gram language models for large 
vocabulary speech recognizers, two problems are being faced. 
Large amount of training data generally leads to large models 
for real applications. Second is the sparseness problem, which 
is being faced during the training of domain specific models. 
Language models are cyclic and non-deterministic. Both these 
features make it complicated to compress its representations. 
The most popular language models in use are the N-grams. 
Although they are effective for some applications, their 
predictive power is limited. Usually N is of the order of 2 or 
3, which greatly restricts the predictive power of the N-grams. 
Higher order N-grams (of the order of N = 6,7,...) have been 
tried, but they have been found to be unreliable, the main 
reason for this being data sparseness. Even higher order N-
grams cannot capture the long range dependencies of natural 
language, which humans can easily identify. Several attempts 
have been made to overcome this limitation. The earliest 
attempts in this regard were made in the form of variable 
length word-category based N-grams [72]. 
 

Neural Network Based Language Model 
 

A series of papers [Schwenk Gauvain 2002, 2003, 2004a, 
2004b, Schwenk 2004c] has examined a connectionist 
approach to statistical language modeling. Statistical language 
models (LM) play an important role in state-of-the-art large 
vocabulary continuous speech recognition (LVCSR) systems. 
 

Back-off n-gram and class-based LMs [73][74][75] are the 
dominant language models used in LVCSR systems. 
However, when only limited amounts of text data is available 
in training and adaptation, the generalization ability of these 
discrete, non-parametric models remain limited. To handle 
this data sparsity problem, a range of language modeling 
techniques based on a continuous vector space representation 
of word sequences have been proposed [76][77]. 
 

Among these one of the most successful schemes is the neural 
network LM (NNLM). Due to their inherently strong 
generalization and discriminative power, they have become an 
increasingly popular choice for LVCSR tasks. Neural 
networks in language modeling offer the following 
advantages over competing approaches: In contrary to 
commonly used n-gram language models, there is no 
necessity of smoothing in cases of sparse training data. Due to 
the projection of the entire vocabulary into a small hidden 
layer, semantically similar words get clustered [78]. 
 

The architecture of the neural network language model is 
shown in Figure5.The neural network language model is 
implemented as a standard fully connected multilayer 

perceptron with three layers, termed the projection, hidden 
and output layers. Only the hidden and output layers have a 
non-linear activation function [79]. The inputs to the network 
are the indices of the previous words that define the n-gram 
context 
 

ℎ௝ = ௝ା௡ାଶݓ,௝ା௡ାଵݓ … . .  ௝ିଵ                                             (6)ݓ,
 

Where 
 

ℎ௝  - Context 
 ௝-Taget Wordݓ
The outputs of the network are the posterior probabilities of 
all words in the vocabulary given the history: 
 

ܲ൫ݓ௝ = ݅หℎ௝൯, ݅ = 1 … . .ܰ                                                    (7) 
 

Where ݅ = 1 … . .ܰ                                        
 
 
 
 
 
 
 
 
 
 
 
 
 
The projection layer maps the discrete word indices of an n-
gram context to a continuous Vector space. The hidden layer 
processes the output of the projection layer and is also created 
with a number of neurons specified in the topology 
configuration file. The output layer processes the output from 
the hidden layer and is created with a number of neurons 
equal to the size   of the vocabulary (or, if enabled, the size of 
the shortlist) and a number of weights equal to the 
dimensionality of the hidden layer output. There are also 
outputs for Out Of Vocabulary and the sentence end token. 
When training w i’th a shortlist there is no output for OOV. 
The purpose of the output layer is to compute the posterior 
probabilities of each word wj in the vocabulary given the n-
gram context hj that was fed forward through the network 
[80]. 
 

The major classifications of neural network based language 
model are feed forward neural network based language model 
and recurrent neural network based language model 
(RNNLM). The RNN is similar approaches to feed-forward 
networks, except that recurrency between hidden and input 
layer is being added. RNN has an input layer, hidden layer 
(also called context layer or state) . At each time, the both 
neural network receives an input, updates its hidden state, and 
makes a prediction [81]. 
 

Evaluation Metrices for Language model 
 

In the literature, two primary metrics are used to estimate the 
performance of language models in speech recognition 
systems. First, they are evaluated by the word error rate 
(WER) (Discussed in 9.1.1) yielded when placed in a speech 
recognition system [82]. Second, and more commonly, they 

 
 

Figure 5 Architecture of Neural Network Language Model 
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are evaluated through their perplexity on test data, an 
information theoretic assessment of their predictive power. 
While word error rate is currently the most popular method 
for rating speech recognition performance, it is 
computationally expensive to calculate. Perplexity is a 
measure of how well the model predicts the occurrence of 
words in a given text[83]. The perplexity of a language model 
X is given by 
 

ܲܲ(ܺ) = − ଵ
ே
∑ logܲ(ݓ௜
ே
௜ୀଵ  ௤ିଵ)                                     (8)ܪ|

 

Where 
N-Total Number of words in the test set. 
 

Some of the language modeling toolkits are The CMU-
Cambridge Statistical Language Modeling 
Toolkit[84],Random Forest Language Model Toolkit[85][86],  
RNNLM - Recurrent Neural Network Language Model 
Toolkit[87][88], SRILM - An Extensible Language Modeling 
Toolkit[89][90], The MIT Language Modeling (MITLM) 
toolkit[91][92].IRST Language modeling toolkit[93] 
.Language models are useful in a large number of areas, 
including speech recognition, handwriting recognition, 
machine translation, information retrieval, context-sensitive 
spelling correction, and text entry for on small input 
devices.Table3 shows some of the Language Modeling 
toolkits. 
 
 
 
 
 
 
 
 
 
 
 
Speech Corpus preparation for ASR 
 
Speech corpus for ASR consists of speech audio files and text 
transcription. Transcriptions contain the sequence of words 
and non speech sounds are written exactly as they occurred in 
a speech signal.  This transcription is used to record the 
word/sentence through a single speaker or number of speaker. 
Some of the standard speech corpus providers are Linguistic 
Data Consortium (LDC), the European Language Resources 
Association (ELRA), the Japanese Language Resource 
Consortium(JLRC) and Evaluations and Language resources 
Distribution Agency(ELDA).During the preparation of speech 
corpus for speech recognition a lot of manual effort is spent 
on the preparation .i.e. Recording of speech data, 
Segmentation, Dictionary generation. The tool for preparation 
of the speech corpus is presented in the Table 4. 
 
 
 
 
 
 
 
 
 
 
 

Tools of ASR 
 

CMU Sphinx 
 

CMU Sphinx is the general term to describe a group of speech 
recognition systems developed at Carnegie Mellon 
University.  In 2000, the Sphinx group at Carnegie Mellon 
committed to   open source several speech recognizer 
components, including Sphinx 2, Sphinx3 and Sphinx4   [57].  
The speech decoders come with acoustic models and sample 
applications [56]   . 
 

HTK 
 

The Hidden Markov Model Toolkit (HTK) is a portable 
toolkit for building and manipulating hidden Markov models. 
HTK is primarily used for speech recognition. HTK consists 
of a set of library modules and tools available in C source 
form. The tools provide sophisticated facilities for speech 
analysis, HMM training, testing and results analysis [58] [59]. 
 

JRTk 
 

Janus Recognition Toolkit (JRTk), sometimes referred to as 
Janus, is a general purpose speech recognition toolkit 
developed and maintained by the Interactive Systems 
Laboratories at Carnegie Mellon University. The JRTk 
provides a flexible Tcl/Tk script based environment which  
 
 
 
 
 
 
 
 
 
 
 
 
enables researchers to build state-of-the-art speech 
recognizers and allows them to develop, implement, and 
evaluate new methods[60][61]. 
 

Dragon Naturally Speaking 
 

Dragon NaturallySpeaking is a speech recognition software 
package developed and sold by Nuance Communications. The 
software has three primary areas of functionality: dictation, 
text-to-speech and command input. The user is able to dictate 
and have speech transcribed as written text [62] [63]. 
 

Kaldi 
 

Kaldi is a toolkit for speech recognition and licensed under 
the Apache License v2.0.  Kaldi is similar in aims and scope 
to HTK. The goal is to have modern and flexible code, written 
in C++, which is easy to modify and extend    [64] [65]. 
 
 
 
 
 
 
 
 
 
 
 

Table 3 Language Model Toolkit 
 

Name of The Toolkit Released 
year Description 

CMUSLM 1994 N-gram based Language  Model 
SRILM 1995 N-gram based language Model, written in C++. 

RFLM 1997 C++ software package based on the SRI LM Toolkit.  It  is a 
collection of randomized decision tree language models. 

MITLM 2008 statistical n-gram language models involving  iterative   parameter 
estimation 

RNNLM 2011 Based on Recurrent Neural Network 
IRSTLM 2011 Suitable to estimate, store, and access very large LM. 

 

Table 4 Speech Corpus Preparation Tools 
 

Techniques Properties 
Audacity Used for recording the speech signal at different frequency and sample rate. 

Praat Analysis of speech in phonetics. 
Emu To find various speech segments based on the sequential and hierarchical structure of the utterance in which they occur. 
ToBI ToBI(Tones and Break Indices) is a set of conventions for transcribing and annotating the prosody of speech. 

DAMSL Dialog Act Markup in Several Layers.  A set of   primitive communicative actions that can be used to analyze dialogs. 
MATE Support for the annotation of speech and text. 

Transcriber Tools for segmenting, labeling and transcribing speech. 
LIUM for speech recording and segmentation 
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State of the Art of ASR System 
 

Recent years have seen a considerable growth in the 
development of practical systems for automatic speech 
recognition (ASR). Building a speech recognition system 
becomes very much complex because of the criterion 
mentioned in the previous section. Now the research in ASR 
is concentrating in the following feature which is speaker 
independence, large vocabulary, 100% accuracy, developed 
for many languages, Speech capabilities. Table 5 shows the 
growth of ASR system in the last 60 years. 
 

Performance Measure of ASR 
 

Accuracy and Speed are the criterion for measuring the 
performance of an automatic speech recognition system. 
 

Accuracy 
 

Word Error Rate 
 

Word error rate is a common metric of the performance of a 
speech recognition or machine translation system. The WER 
is calculated by comparing the test set to the computer-
generated document and then counting the number of 
substitutions (S), deletions (D), and insertions (I) and dividing 
by the total number of words in the test set. 
 

ܴܧܹ = ௌା஽ାூ
ே

                                                                          (9) 
 

Where 
5 
S is the number of substitutions,  
D is the number of the deletions, 
I is the number of the insertions, 
N is the number of words in the   reference. 
 
Speed 
 
Real Time Factor is parameter to evaluate speed of automatic 
speech recognition. If it takes time P to process an input  
of duration I, the real time factor is defined as 

 
ܨܴܶ = ୔

୍
                                                                              (10) 

 

CONCLUSION 
 

In this survey, we have discussed the technique developed in 
each stage of speech recognition system.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We also presented the list of technique with their properties 
for Feature extraction, Acoustic model and Language Model. 
Through this review it is found that MFCC is used widely for 
feature extraction of speech, LDA is suitable for 
Dimensionality reduction technique, DBN is an appropriate 
model for acoustic model technique and RNNLM is 
acceptable for Language model. 
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