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Due to the increasing rate of video data over the World Wide Web and smart phones, it is 
becoming very essential to extract useful information from visual data. The video data 
consists lot of objects which in turn contain important visual information. Video data also 
contains an amount of direct as well as indirect or hidden information about its objects. The 
users can access direct information from video by viewing it. To access hidden information 
from the video mining techniques such as classifications, clustering, regression, outlier 
detection and association rules etc, can be applied. We focus on concept level video 
associations and propose an algorithm to generate temporal association rule for the same. 
 
 
 
 
 
 
 
 

INTRODUCTION 
 

Association rule mining among videos has been extensively 
studied in data mining research. The main goal of association 
rule mining[1] is to discover relationships among set of items 
in a transactional database. An association rule can be 
interpreted as “if itemset A occurs in a transaction, then 
itemset B will also likely occur in the same transaction”.  
 

However, in recent years, there has been an increasing 
demand for mining the videos and infrequent items within it. 
Since exploring interesting relationship among infrequent 
items has not been discussed much in the literature, in this 
paper, we propose practical and effective scheme to mine 
infrequent items[5] in concept level video dataset. Our 
algorithm can also be applied to frequent items with bounded 
length. Our schemes compare favorably to Apriori[1] and 
FPgrowth[2] under the situation being evaluated. 
 

Review of Literature 
 

Agrawal and Imielinski discussed mining sequential patterns 
in [3], as well as mining quantitative association rules in large 
relational tables in [4], while Bayardo considered efficiently 
mining long patterns from a database in [5] and Dong and Li 
studied efficient mining of emerging patterns in [6]. On the 
other hand, Kamber et al. [7] proposed using data cubes to 
mine multi-dimensional association rules and Lent et al. used 
the clustering method in [8]. While most researchers focus on  
 
 
 
 

association analysis of rules [9–14], Brin et al. analyzed the 
correlations of association rules in [15]. With the 
development of data mining techniques, quite a few 
researchers have worked on alternative patterns; for example, 
Padmanabhan et al. discussed unexpected patterns in [16], Liu 
et al. and Hwang et al. studied exception patterns in [17–19], 
and Savasere et al., Wu et al. and Yuan et al. discussed 
negative association in [20–22] respectively. J. Ding 
discussed association rule mining among rare items in [26]. 
He designed a new disk-based data structure, called 
Transactional Co-Occurrence Matrix (TCOM) to store the 
data information. This structure combines the advantages of 
transactional oriented (horizontal) layout and item oriented 
(vertical) layout of the database. So any itemsets could be 
randomly accessed and counted without full scan of the 
original database or the TCOM. He also constructed a 
compressed matrix structures, called Reduced Transactional 
Co-Occurrence Matrix (RTCOM) which reside in the 
memory. This matrix only contains the items, which are of 
interest in application. Then the infrequent patterns and the 
valid association rules among infrequent items can be mined 
out. Although this is a significant theoretical advancement in 
the subject, it is quite costly to implement this algorithm.  
 

Video mining Stages 
Feature extraction & Transformation 
 

Includes Image features at frame level as well as motion 
descriptors, camera metadata like camera motion, date, place, 
time etc among which Motion calculation is computationally 
expensive. 
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Video Classification 
 

Human body motion recognition, goal detection, gestures etc. 
Not enough training data for to learn event of interests and 
domain knowledge dependence. 
 

Video Clustering 
 

Clustering of shots[28], segments[27] for video, for indexing 
etc. Scalability for large video clusters is an issue. 
 

Video Association 
 

Finding semantic event boundaries and temporal distance 
thresholds. Such videos and their association is challenging 
tasks before researchers. 
 

Video Mining trends 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Problem Identification 
 

The traditional algorithms discover valid rules by exploiting 
support and confidence requirements and use a minimum 
support threshold to prune its combinatorial search space. 
Two major problems may arise when applying such 
strategies.  
 

(1) If the minimum support is set too low, this may 
increase the workload significantly, such as the        
generation of candidate sets, construction of tree nodes, 
comparisons and tests. It will also increase the number 
of rules considerably, which causes the traditional 
problem of algorithms suffering from extremely poor 
performance. In addition, many patterns involving 
items with substantially different support level are 
produced, which usually have a weak correlation and 
are not really interesting to users.  

(2) If the minimum support threshold is set too high, many 
interesting patterns involving items with low support 
are missed. Such patterns are useful for identifying 
associations among rare but expensive items such as 
diamond necklaces, rings and earrings, as well as the 
identification of identical or similar web documents, 
etc. 

 

Recently, there are some growing interests in developing 
techniques for mining association patterns without a support 
constraint [23–25]. The algorithms proposed in [23] are 
limited to dealing with identifying pairs of similar columns. 
The approaches presented in [24] and [25] employ a 
confidence-based pruning strategy instead of the support-
based pruning adopted in traditional association rule mining. 
The mining of support-free association discovers rules in the 
patterns with high support, cross-support where items have 
widely differing support levels, and low support. In fact, 
patterns with a high minimum support level often are obvious 
and well known; patterns with cross-support level have 
extremely poor correlation, and patterns with low support 
often provide valuable new insights. Due to lack of practical 
and efficient methods for mining rules among infrequent 
items, we propose Hash Based Video Association Algorithm 
to explore interesting associations among infrequent items 
with memory-resident data structure. 
 

 Hash-Based Video Association Algorithm 
  

Step 1: Find all combinations of the index values of 
infrequent items, where the index values are the positions of 
infrequent items in matrix Inf1. 

Step 2: Compute hash value of each combination by 
exploiting the hash function, h(x, y), provide by library, 
where the hash value is the index of the hash table. Then hash 
(i.e., map) them into different buckets of the hash table and 
increase the corresponding count. Hash collision occurs when 
different itemsets are assigned same hash value. 

Step 3: Use function interest(X, Y) to prune 
uninteresting itemsets. 

Step 4: Employ constraints correlation(X, Y), CPIR(X, 
Y) to capture rules of strong interest. 
 

InputD:  database; minSupp: minimum support;  
minConf:  minimum confidence;  
minInte:  minimum interest 
Output AR:  association rules 
 

scan the database D and find all infrequent 1-      Itemsets 
(Inf1) 
 

(1) create a hash table 
(2) read database 2nd time 
(3) for each transaction Ti in D do{ 
(4) identify all infrequent items; 
(5) find all combinations of them; 
(6) hash each combination to hash table and                 
obtain a hash index and increase the      value of hash 
index by 1 
(7) for each k-itemset I in hash table      do     for ¥itemsets 
X,Y, (X  union  Y) = I and      (X intersection Y) = null     
do 
    If interest (X,Y) < minInte             then Infk:=   Infk-
{I}; 
    end     end 

 

 
 

Fig. 1 Intra video mining- Clustering news, weather, stocks 
Inter video mining 

 

Inter video mining 
 
 

 
 

Fig. 2 Inter video mining- Clustering Youtube video clips 
 

 
 

Fig. 3 Concept level video – Match point with Federer 
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(8) for each infrequent k-itemset of interest     {X union 
Y} in Infk       do If Correlation(X,Y)>1 && CPIR(Y|X) 
>=minConf then        AR  :={X => Y} 
If Correlation(X,Y)>1 && CPIR(X|Y)>=minConf then  
      AR :=  {Y => Y}end 
(9) return AR 

 

RESULTS AND DISCUSSION   
 

We select the well-known IBM synthetic database 
generated by the generator in [27]. This choice gives us the 
flexibility of controlling the size and dimension of the 
database. The parameters for generating a synthetic database 
are the number of transactions D, the average transaction size 
T and the average length I of so-called maximal potentially 
large itemsets. The number of items in the database is 1000. 
We conduct experiments on a varied average transaction size 
and differing number of transactions to test our algorithm’s 
efficiency and scalability. The program is developed in the 
language JAVA. In this paper, the runtime includes both CPU 
time and I/O time. In all of the following experiments, we 
limit the length of association rules to 5.Since our algorithms 
can be applied to mine association rules among frequent items 
with bounded length, we compare our schemes with the most 
influential algorithms for association rule mining, which are 
the Apriori algorithm and FPGrowth. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Conclusion and future work 
 

In this paper, we have proposed HBVAS for efficient 
discovery of association rules among infrequent items, which 
also can be applied to mine association rules efficiently 
among frequentitems with limited length. In our method, we 
need to traverse database twice, and we exploit thepruning 
function interest (X, Y) to reduce the search space 
considerably, as well as using interestingness measures, 
correlation (X, Y) and CPIR (X, Y ), to extract rules of strong 
interest. However, HBVAS is a limited option for mining 
association rules with any length among frequent items due to 
the expensive cost of hash collision.  
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